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Recent comments and e-mails reminded me of my career change, about 3 decades ago, from 
chemist to science-studies scholar. I had begun to wonder: What is it exactly that has made 
science so strikingly reliable? 
 
Over the years, teaching chemistry and publishing research in electrochemistry, I had become 
increasingly aware that research practices and practitioners differ significantly from the ideal 
images that had attracted me (1). My education, like that of most scientists, had been strictly 
technical: chemistry, physics, math, biology, statistics. Recreational reading had added some 
history of chemistry, which also focused on the technical aspects—progress, discoveries, 
breakthroughs. We were not exposed to history, philosophy, or sociology of science in any 
meaningful way; nor are most people who study science even nowadays. 
 
Mid-20th century, that lack of exposure to the context and significance of scientific activity was 
partly a matter of Zeitgeist, I recognize in hindsight. Philosophy of science was rather in flux. 
History of science as a whole was not so different in approach from the history of chemistry I 
had read—and perhaps not so different from how history in general was being taught: as 
milestones of achievement made by great individuals (largely, of course, men). Sociology of 
science had been founded only in the late 1930s. It was the 1960s before historians of science 
and philosophers of science began to engage seriously with one another, an engagement 
illustrated by Thomas Kuhn’s “The Structure of Scientific Revolutions”. Sociologists of science, 
too, began to engage with the historians and philosophers of science. 
 
Following World War II, some scientists and engineers were looking for ways to make their 
knowledge an effective influence in public policy. Emblematic of this quest was the Bulletin of 
the Atomic Scientists. Starting about 1960, there were founded a variety of free-standing 
academic courses, a few research centers, and some organized academic programs under the 
rubric of “science and society”. These science-based ventures and the history-philosophy-based 
ones soon recognized each other as concerned with the same issues, yet even after a half-century, 
no truly integrated multi-disciplinary approach to understanding scientific activity has matured 
into an overall consensus (3). There persists a distinct internal division between those whose 
backgrounds are in the practice of science and technology and those whose backgrounds are in 
the humanities and social sciences (3, 4, 5). But despite differences over modes of interpretation 
and what is most worth looking into, there has accumulated a body of agreed facts about 

scientific activity. Most important for the present purpose is that many of those facts about 

science are at variance with commonplace conventional wisdom. Misconceptions about 

scientific activity are pervasive, not least among practicing scientists and medical 

practitioners. 
 



I was lucky enough to participate in the early days of one of the first programs in the world in 
what has become known as “science and technology studies” (STS). At Virginia Tech, we began 
with physicists and chemists, economists and sociologists, mathematicians, statisticians, political 
scientists, and other as well, telling one another how we thought about science. We scientists 
learned to be less sure that our research reveals unchanging, objective, universal facts about the 
real world. The humanists and social scientists learned that the physical and biological sciences 
uncover facts about the real world that are more trustworthy than the knowledge accessible in 
such disciplines as sociology. We learned also how different are the viewpoints and intellectual 
values to which we are schooled in the various disciplines: in a sense, the differences are not so 
much intellectual as cultural ones (6,7, 8). I learned even more about such cultural differences 
between academic fields through having responsibility for the variety of disciplines embraced by 
a college of Arts & Sciences (10). 
 
A salient fact is that “the scientific method” is more myth than reality (2, 11). What makes 
science relatively reliable is not any protocol or procedure that an individual scientist can follow, 
it is the interaction among practitioners as they critique one another’s claims, seek to build on 
them, and modify them, under constraints imposed by the concrete results of observations and 
experiments. Because individual biases predispose us to interpret the results of those 
observations and experiments in congenial ways, the chief safeguard of relative objectivity and 
reliability is honest, substantive peer-review by colleagues and competitors. That’s why I was 
grateful to “Fulano de Tal” when he pointed to errors in one of my posts: we rethinkers do not 
have the benefit of the organized peer-reviewing that is available—ideally speaking—in 
mainstream discourse [see Acknowledgment in More HIV/AIDS GIGO (garbage in and out): 
“HIV” and risk of death, 12 July 2008]. 
 
Because proper peer-review is so vital, conflicts of interest can be ruinously damaging (12, 13). 
Recommendations from the Food and Drug Administration or the Centers for Disease Control 
and Prevention are too often worthless—worse, they are sometimes positively dangerous (14)—
because in latter days the advisory panels are being filled overwhelmingly with consultants for 
drug companies. That’s not generally enough appreciated, despite a large and authoritative 
literature on the subject (15-20). 
 
Lacking familiarity with the findings of science studies, scientists are likely to be disastrous as 
administrators. It was a Nobel-Prize winner who relaxed the rules on conflicts of interest when 
he headed the National Institutes of Health, with quite predictably deplorable consequences (21). 
There have been many fine administrators of technical enterprises, but few had been themselves 
groundbreaking discoverers. To convince the scientific community of something that’s 
remarkable and novel, a scientist must be single-minded, captivated by the idea and willing to 
push it to the limit, against all demurrers—very bad qualities in an administrator; the latter ought 
to be a good listener, an adept engineer of compromises, an adroit manager able to stick to 
principles with an iron hand well masked by a velvet glove. 
 
Those who have the egotism and dogmatic self-confidence to break new ground also need luck 
to be on their side, for—as Jack (I. J.) Good likes to point out—geniuses are cranks who happen 
to be right, and cranks are geniuses who happen to be wrong: in personal characteristics they are 
identical twins (22, 23). This role of luck has important implications: it’s why Nobel-Prize 
winners so rarely have comparable repeat successes, and why they should not be automatically 
regarded as the most insightful spokespeople on all and sundry matters. 
 



HIV/AIDS vigilantes like to denigrate rethinkers for not having had their hands dirtied by direct 
research on the matters they discuss. Historians and sociologists of science, however, know that 
some of the most acclaimed breakthroughs were made by disciplinary outsiders, who were not 
blinkered and blinded by the contemporary paradigm (24, 25). 
 
Self-styled “skeptics” (26) like to denigrate heterodox views as “pseudo-science” just because 
those views are heterodox, ignorant of the fact that there are no general criteria available by 
which to judge whether something is “scientific”; and they tend to be also ignorant of the fact 
that “scientific” cannot be translated as “true” (2, 27, 28). 
 
Most relevant to the question of the “truth” of scientific knowledge is that science and scientists 
tend to occupy something of a pedestal of high prestige in contemporary society; perhaps 
because when we think of “science” we also tend to think “Einstein” and other such celebrated 
innovators. But nowadays there are a great many run-of-the-mill scientists, and even 
considerably incompetent ones: “Science, like the military, has its hordes of privates and non-
coms, as well as its few heroes (from all ranks) and its few field marshals” (29)—which serves to 
explain, perhaps, some of the examples of sheer incompetence displayed in HIV/AIDS matters 
(30). Pertinent here is the fact that much medical research is carried out by people trained as 
doctors; training for physicians’ work is by no means training for research. 
 
——————- 
 
Those are some of the ways in which the commonplace conventional wisdom is wrong about 
science, but there are plenty more (24, 25, 32, 33). Those misconceptions play an important role 
in the hold that HIV/AIDS theory continues to have on practitioners, commentators, and 
observers, and they need to be pointed out in answer to the natural question often put to 
rethinkers: “But how could everyone be so wrong for so long?” 
 
That’s why Part II of my book (31) has the title, “Lessons from History”, with chapters on 
“Missteps in modern medical science”, “How science progresses”, and “Research cartels and 
knowledge monopolies”. (About research cartels and knowledge monopolies, see also 34, 35). 
I’m enormously grateful to Virginia Tobiassen, the fine editor who helped me with the book, not 
least for the opportunity to augment the technical Part I with this Part II and the Part III that 
recounts the specific details of how HIV/AIDS theory went so wrong. 
 
I’ve come to understand a great deal more since the book came out, among other things that 
perhaps the crucial turn on the wrong path came when Peter Duesberg’s rigorously researched 
and documented argument against HIV/AIDS theory went without comment, even in face of an 
editorial footnote promising such a response (36). Just as virologists ignored Duesberg’s 
substantive critiques, so epidemiologists ignored the informed critiques by Gordon Stewart (37) 
and immunologists ignored the fully documented questions raised by Robert Root-Bernstein 
(38); and just about everyone in mainstream fields ignored John Lauritsen’s insights into data 
analysis and his insider’s knowledge of interactions among gay men (39). 
 
Peer review in HIV/AIDS “science” lapsed fatally from the beginning and has not yet recovered. 
Thus the only real safeguard of reliability was lost, it sometimes seems irretrievably. 
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